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ABSTRACT 

 
This study explores how the voice quality of word-

initial vowels is modified by prosodic boundary in Korean. 

Prosodic boundary effects were examined where the 

boundaries were aligned with syntactic junctures, resolving 

structural ambiguity of coordinate structures (Noun1-hako 

Noun2 animjʌn Noun3, ‘N1-and N2 or N3’). Results 

showed asymmetrical effects depending on whether the 

test word was a noun or a function word. Vowels tended to 

be glottalized less for N2 but more for animjʌn (‘or’) 

phrase-initially (at the Intonational-Phrase boundary) than 

phrase-medially. Notably, however, in the less glottalized 

case, there was much larger preboundary lengthening, 

compared to the more glottalized case. These results 

indicate that word-initial vowels are not necessarily 

glottalized to provide an invariant prosodic boundary 

marker. Rather, the modification of voice quality, we 

suggest, is modulated systematically by an optimization of 

the phonetics-prosody interplay that takes into account the 

relative contribution of available prosodic/segmental cues 

to signal prosodic structure. 
 

Keywords: prosodic boundaries, glottalization, syntactic 

junctures, structural ambiguity 

1. INTRODUCTION 

Glottalization of word-initial vowel occurs in many 

languages. In general, it occurs either in a form of 

epenthetic glottal stop or with laryngealized (glottalized) 

voicing during the vowel [cf. 8]. Even in a language in 

which a glottal stop has a phonemic status, the vowel-initial 

allophonic glottalization still occurs often at a prosodic 

boundary, which may serve as a prosodic boundary marker 

[5, 12, 13] (See also [7] for further discussion on 

prominence as an important factor that induces 

glottalization.). For example, Mitterer et al. [12] suggested 

that in Maltese a glottal stop occurs either as a phoneme or 

as an epenthetic IP juncture correlate, such that Maltese 

listeners more likely perceive the glottalized sound as an 

epenthetic boundary marker when the preceding temporal 

structure as reflected in preboundary lengthening supports 

the percept of prosodic boundary. This study, though it 

focused on the perceptual aspects, implies that speakers 

produce various phonetic reflexes of prosodic juncture, 

whether suprasegmental or segmental, that marshal 

synergistically into signaling prosodic juncture, which are 

also reflected in the way the listener exploits the available 

cues to prosodic structure.    Mitterer et al. [13] further 

revealed that word-initial glottalization could serve as a 

phonetic reflex of prosodic juncture that is often mapped 

onto a major syntactic juncture as a means of resolving 

syntactic ambiguity [e.g., 3, 9, 18]. 

The role of glottalization, however, is not limited to 

marking a large prosodic juncture such as an Intonational 

Phrase. But it may also be used to avoid vowel hiatus either 

within a word for marking a syllable boundary [e.g., 3] or 

across a word boundary thus delimiting a lexical boundary 

within a phrase [e.g., 4, 8]. Moreover, Garellek [7] further 

suggests that glottalization comes more consistently with 

prominence rather than with prosodic boundary especially 

in English, a head-prominence language [cf. 10]. Thus, a 

question remains open as to how glottalization is used to 

mark prosodic structure in a given language. In addition,  

given that the way that the syntax-prosody interface is 

actually realized may also vary depending on the 

language’s syntactic and prosodic structure [cf. 6], it also 

remains open how phonetic reflexes of prosody including 

glottalization may be used in relation to syntactic 

disambiguation.     

The present study uses Korean to explore how prosodic 

boundaries are realized in terms of temporal expansion and 

glottalization at a prosodic boundary and how these 

temporal and segmental reflexes of prosodic juncture are 

related to signalling syntactic junctures. To examine the 

syntax-prosody alignment, structurally ambiguous 

coordinate structures ([A] and [B or C] vs. [A and B] or 

[C]) will be used, which will provide different prosodic 

phrasings (with different prosodic boundaries) in relation 

to syntactic structure. Preboundary lengthening and the 

pause duration will be examined for the boundary-related 

temporal expansion, and word-initial vowels will be 

examined for the boundary-related glottalization that will 

be estimated by a spectral tilt measure (H1*-H2*) and 

HNR (Harmonic-Noise Ratio).  

2. METHOD 

2.1. Participants and speech materials 

Seven males and seven females in their 20’s who had no 

residential experience in the area other than Seoul Korea 

were recruited.  

There were five test words: three proper nouns 

(person’s names; /ali/, /aʧi/, /ami/) and two function 

morphemes (/-hako/ ‘-and’ as a suffix, /animjʌn/ ‘or’ as a 

free morpheme). The nouns had the same vowel sequence 

(/aCi/). Each word appeared in six types of sentences which 

were answers to a question in a mini dialogue created for 

the purpose of the present study (see Table 1).  

The three nouns (N1, N2, N3 crossed with a factorial 

combination) were used to create different coordinate 

structures that are structurally ambiguous:  
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(1) a. Early Closure: (N1-hako) (N2 animjʌn N3)  

b. Late Closure:  (N1-hako N2) animjʌn (N3) 
glosses: -hako (‘-and’), animjʌn (‘or’) 

In (1a), a major syntactic juncture comes earlier after -hako 

(‘-and’), which is suffixed to N1 (Early Closure), and in 

(1b), a major syntactic juncture comes later after N2 and 

before animjʌn (‘or’) (Late Closure). Moreover, as 

exemplified in Table 1, we used three different question 

types, which were meant to generate various target 

(answer) sentences with different information structures. 

The first question type was what’s happening?, so that the 

answer would be produced with ‘broad’ focus (BF). The 

second question type was who’s coming to the party, so 

that all three nouns (as person’s names) together would 

receive ‘narrow’ focus. And the third question type was 

Did you say (N1 and N2) or N3 are coming to the party? 

In this case, the question was meant to indicate the Late 

Closure structure (pre-recorded), but the speaker was 

instructed to correct the sentence to have the Early Closure 

structure to be produced with ‘contrastive’ focus (see 

below for more details). Note that the contrast in this case 

is not the one between specific lexical items, but the one 

between two different syntactic parsings, so that, for 

example, a Late Closure parsing was corrected to be an 

Early Closure parsing by the speaker.  

Table 1. An illustration of test sentences. Each content word (/ali/, /aʧi/, 
/ami/) could be placed in all three locations: Noun1 (N1), Noun2 (N2), 

Noun3 (N3).   

(a)  
Info= 

BF 

Q: musɨn ilija 

“What’s happening?” 

A: a N1-hako N2 animjʌn N3-ka ontɛ 

“Well, N1, and N2 or N3 are coming.” 

(b) 
Info= 

NF 

Q: ipʌn ʧhukʧɛ: nuka ontɛ 

“Who’s coming to the party?” 

A: a N1-hako N2 animjʌn N3-ka ontɛ 

“Well, N1, and N2 or N3 are coming.” 

(c) 

Info= 

CF 

Q: mwʌ IP N1-hako N2 IP animjʌn N3-ka ʧhukʧɛ: ontɛ 

“Did they say N1 and N2, or N3 are coming to the party?” 

A: ani N1-hako N2 animjʌn N3-ka ontɛ 

“No, they said N1, and N2 or N3 will.” 

2.2. Procedure 

In each trial, the participants were presented with a visual 

display on the computer screen indicating an ‘intended’ 

coordinate structure to be used in an answer to the question 

which was pre-recorded by a female native speaker of 

Seoul Korean.  

Participants heard the question first, and read the 

corresponding target sentence, guided by the visual cue to 

the underlying coordinate structure. Fig. 1 showed a case 

where the question type was What’s happning?. Given that 

N1 alone was inside a circle, while N2 and N3 were 

grouped together by a circle, the answer was meant to be 

produced with an Early Closure coordinate structure.  

The data were recorded in a soundproof booth with a 

Tascam HC-P2 digital recorder and a SHURE KSN44 

microphone at a sampling rate of 44kHz. After the 

recording, the authors labelled target words and checked 

their prosodic boundary conditions. In total, 1512 tokens 

were collected (2 syntactic structures x 3 focus conditions 

x 6 word orders x 3 repetitions x 14 speakers), but 1428 

tokens were used for analysis, with an exclusion of 84 

tokens whose renditions did not sound natural, as 

confirmed by all three authors.  

 

Fig. 1. An illustration of the visual display along with an auditory stimulus 

as a prompt question which was pre-recorded. This example was used to 
induce a broad focus with an Early Closure target sentence. 

2.3. Measurements and statistical analyses 

For N2, /animjʌn/, and N3, word-initial vowel’s 

glottalization was assessed by H1*-H2* and HNR. In H1*-

H2*, H1 and H2 refers to the first and second harmonics in 

the spectral domain, respectively. H1*-H2* is gained by 

subtracting the amplitude of H2 from the one of H1.  The 

asterisk (*) means that the value was corrected for 

formants. Lower H1*-H2* values indicate greater 

glottalization. HNR refers to the harmonic-to-noise ratio, 

with lower HNR values indicating non-modal voice 

quality. Mean values of H1*-H2* and HNR were taken 

from three timepoints corresponding to three equally-

divided portions of the whole vowel length. H1*-H2* and 

HNR values were extracted by using Voice Sauce [16, 17]. 

For /-hako/ (‘-and’), N2, and /animjʌn/ (‘or’), the acoustic 

duration of the last syllable and the temporal gap (pause) 

between the offset of the last syllable and the onset of the 

following word were measured using Praat [2].  

     The statistical analyses were carried out by using the 

lme4 [1] packages in R [14] to investigate the influences of 

prosodic boundary on the four dependent variables: the 

duration of the last syllable and pause, H1*-H2*, and HNR. 

The fixed effects were Boundary (Wd vs. IP), Focus (BF 

vs. NF vs. CF), and Timepoint (1st vs. 2nd vs. 3rd). The 

underlined categories above were the reference level, and 

all factors were contrast-coded. The random-effect 

structure by speaker included random intercepts and 

random slopes for Boundary, Focus, and their interaction. 

Random slopes for Timepoint were not involved because 

the models failed to converge with those slopes. As 

Timepoint was incorporated as a factor primarily to 

examine how Boundary would interact with Timepoint, 

random slopes for Timepoint were excluded for the sake of 

convergence. The random effect by word order was also 

included in the model because a single set of the three 

content words (N1, N2, N3) was considered as one item. 

The random structure by word order took in only random 

intercepts because of the convergence issue. 

3. RESULTS 

3.1. Prosodic phrasing and syntax-prosody mapping 

All the sentence tokens reported in the present study could 

be divided into three prosodic phrasing groups as shown in 

Fig. 2. Each group showed a consistent syntax-prosody 
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alignment. The Early Closure construct was produced 

always with Phrasing Type 1 (100%), with a major 

syntactic juncture aligned with an IP boundary (#) between 

/-hako/ and N2. For the Late Closure construct, it was 

produced mostly with Phrasing Type 2 (81%), but often 

with Phrasing Type 3 (19%). An invariant phrasing aspect 

in line with the syntactic juncture was that for the Early 

Closure, an IP boundary was placed always after an 

function morpheme (-hako ‘and’) and for the Late Closure, 

it was placed always before a function morpheme 

(animjʌn, ‘or’) with an optional boundary after it.   

 
Fig. 2. Distribution of phrasing types for Early and Late Closure.   

3.2. The first IP juncture between /-hako/ (‘-and’) and 

N2 (N1-and # N2 or N3) 

Boundary had significant effects on the acoustic duration 

of the final syllable of /-hako/ (β=84.15, t=17.40, p<0.001) 

and pause (β=135.97, t=65.85, p<0.001). As can be seen in 

Fig. 3a-b, both the duration of /ko/ and the pause were 

significantly longer in IP-final than in IP-medial condition 

(by ca. 169ms and ca. 260ms, respectively). When these 

two measures were combined, there was a temporal 

expansion of approximately 420ms from IP-medial to IP-

final condition. For the initial /a/ of N2, there was no clear 

sign of the difference in glottalization between the IP-

initial and the IP-medial position, as can be inferred from 

Fig. 3c-d. For H1*-H2*, there was no Boundary effect 

(β=0.30, t=1.33, p=0.207), but Boundary interacted with 

Timepoint (β=0.52, t=8.29, p<0.001). As shown in Fig. 

3(c), the value of the 2nd and 3rd timepoints tended to be 

higher in IP-higher than in IP-medial position (2nd: 

β=0.40, t=1.84, p=0.090; 3rd: β=0.80, t=2.15, p=0.051), 

indicating that, if there is any, the initial vowel of N2 is on 

a less glottalized (breathier) side. On the other hand, HNR 

showed a Boundary effect (β=-2.70, t=-7.99, p<0.001), 

indicating that the word-initial vowel was noisier IP-

initially than IP-medially.  

 
Fig. 3. Effects of boundary at the first IP juncture (N1-and  # N2 or N3) 

on PBL for /-hako/ and pause duration (a, b), and glottalization of initial 

/a/ of N2 (c, d). n.s., p>0.1; *, p<0.05; **, p<0.01; ***, p<0.001. Error 
bars refer to standard errors. 

3.3. The second IP juncture between N2 and /animjʌn/ 

(N1-and N2 # or N3) 

There was a significant effect of Boundary on the acoustic 

duration of the second (final) syllable of N2 (β=67.96, 

t=15.09, p<0.001) and pause (β=104.47, t=57.32, 

p<0.001). As shown in Fig. 4a-b, both the duration of the 

last syllable of N2 before the boundary and the pause were 

significantly longer at an IP boundary than at an Wd 

boundary (by ca. 120ms and ca. 210ms, respectively). 

When the two temporal measures were combined, there 

was a temporal expansion of approximately 330ms from 

the Wd boundary to the IP boundary. Compared with the 

boundary-related temporal expansion (420ms) near /-hako/ 

(‘-and’) (preboundary lengthening + pause), this temporal 

expansion (preboundary lengthening of N2 + pause at an 

IP) was relatively smaller.  

 
Fig. 4. Effects of boundary at the second IP juncture (N1-and N2 # or N3) 
on preboundary lengthening (PBL) of N2 and pause duration (a, b), and 

glottalization of initial /a/ of /animjʌn/ (‘or’) (c, d). n.s., p>0.1; *, p<0.05; 

**, p<0.01; ***, p<0.001. Error bars refer to standard errors. 

 

However, this time, as can be seen in Fig. 4c-d, there was 

a clearer indication of variation of glottalization as a 

function of boundary for the initial /a/ of /animjʌn/ (‘or 

else’). There was a significant effect of Boundary on H1*-

H2* (β=-1.40, t=-2.86, p=0.013)—i.e., H1*-H2* was 

smaller IP-initially than IP-medially (Fig. 4c), indicating 

that the initial vowel of /animjʌn/ was more glottalized IP-

initially. There was also a significant Boundary effect on 

HNR (β=-3.55, t=-5.92, p<0.001)—i.e., HNR was lower 

IP-initially than IP-medially (Fig. 4d), indicating that the 

spectral harmonics were less clear (noisier) IP-initially, in 

line with the (non-modal) glottalization pattern.  

3.4. The third IP juncture between /animjʌn/ and N3 

(N1-and N2 or # N3) 

Boundary had significant effects on the acoustic duration 

of /mjʌn/ (the final syllable of /animjʌn/) (β=31.99, t=3.38, 

p=0.008) and pause (β=13.97, t=21.86, p<0.001). As can 

be seen in Fig. 5a-b, both the duration of /mjʌn/ and the 

pause were significantly longer at an IP boundary than at 

an Wd boundary (by ca. 70ms and 30ms, respectively). 

When these measures were combined, there was a total 

temporal expansion of approximately 100ms from the Wd 

to the IP boundary condition. Compared to the other IP 

junctures (which showed a total temporal expansion of 

420~330ms), this IP juncture was marked by a far less 

temporal expansion. Nevertheless, for the post-boundary 

initial /a/ of N3, there was a clear variation in glottalization 

as a function of boundary. For H1*-H2*, there was no 

significant effect of Boundary but there was a significant 

interaction between Boundary and Timepoint (with 1st/2nd 
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timepoint: β=0.66, t=3.049, p=0.002; with 1st/3rd 

timepoint; β=-1.07, t=-5.00, p<0.001). As can be seen in 

Fig. 5c-d, the interaction was due to the fact that there was 

a significant Boundary effect at the first timepoint (the 

beginning of the vowel) with a lower H1*-H2 (more 

glottalized) at the IP-initial position (β=-1.29, t=-2.96, 

p=0.016), while the effect disappeared into the vowel at the 

following timepoints. For HNR, there was a significant 

Boundary effect (β=-1.51, t=-3.42, p=0.011), indicating a 

substantially lower HNR of the vowel in the IP-initial than 

in the IP-medial position.  
 

 
Fig. 5: Effects of boundary at the ‘optional’ third IP juncture (N1-and N2 

or # N3) on preboundary lengthening (PBL) of /animjʌn/ and pause 

duration (a, b), and glottalization of initial /a/ of N3 (c, d). n.s., p>0.1; *, 
p<0.05; **, p<0.01; ***, p<0.001. Error bars refer to standard errors. 

4. SUMMARY AND DISCUSSION 

The present study has examined how major syntactic 

junctures of coordinate structures are aligned with major 

prosodic boundaries to be used for resolving syntactic 

ambiguity in Korean and how the major prosodic boundary 

(IP) is phonetically expressed not only in the 

suprasegmental dimension of preboundary lengthening and 

pause duration, but also in the glottalization of post-

boundary vowel that is definable in the segmental 

dimension.      

One of the basic findings was that the major syntactic 

juncture was unequivocally aligned with the major 

prosodic boundary—i.e., the Intonational Phrase boundary. 

That is, for an Early Closure construct ([N1-and] # [N2 or 

N3]), the syntactic juncture (‘#’) was consistently aligned 

with an IP boundary; for a late closure construct ([N1-and 

N2] # or (#) [N3]), the first syntactic juncture ‘#’ before 

‘or’ was consistently aligned with an IP, the second 

juncture ‘(#)’ was only occasionally (thus optionally)  

aligned with an IP. Such a syntax-prosody mapping means 

that the major syntactic juncture was expressed by phonetic 

reflexes of prosodic juncture including a temporal 

expansion reflected in preboundary lengthening and the 

pause duration. 

But our results further indicated that although the 

Intonational Phrase may be phonologically defined, 

governed by the intonational phonology of the language 

[11], the phonetic reflexes of the same IP boundary could 

be realized in a gradient fashion. Recall that the magnitude 

of the temporal expansion associated with an IP boundary 

was substantially greater for the first IP juncture before N2 

of Phrasing Type 1 than for the second IP juncture before 

‘or’ of Phrasing Types 2 and 3. One possible reason may 

be related to a phonetic declination of phrase-final 

lengthening. Since the IP of Phrase Type 1 occurs earlier 

in the utterance, its temporal expansion could possibly be 

larger compared to when an IP occurs later in the utterance 

as in Phrasing Types 2 and 3. But it is also possible that 

preboundary lengthening can be controlled by the speaker 

as discussed in the preboundary lengthening literature [15, 

19]. If so, the differential effects of the phonologically 

defined IP may well be interpreted to have come about as 

a consequence of the speaker control. Recall that the 

occurrence of an IP in [N1-and] # [N2 or N3] is invariantly 

aligned with a major syntactic juncture. From the listener’s 

point of view, the syntactic parsing is constructed as the 

speech unfolds over time [e.g., 13, 18]. Thus, the presence 

or absence of an early IP should play a pivotal role in 

determining whether the utterance is meant to be an early 

versus a late closure construct. The speakers may therefore 

produce the prosodic juncture with a more heightened 

phonetic clarity through an augmented temporal expansion 

to clearly signal the critical syntactic juncture.  There is yet 

a third possibility that may not be mutually exclusive from 

the speaker control account. That is, because the excessive 

preboundary lengthening before the first IP was observed 

with the function morpheme –hako (‘-and’), one might 

assume that it has to do with the functionality of the 

morpheme. But the fact that it was not only the 

preboundary lengthening but also the pause duration that 

showed a substantial difference takes the support away 

from the third possibility.  

The same account may apply to the differential effects 

between the second IP and the third IP. Recall that the 

temporal expansion was much greater for the second IP 

before ‘or’ of Phrasing Types 2 and 3 than for the third IP 

before N3 of Phrasing Type 3. For a late closure construct, 

the syntactic juncture was consistently aligned with the 

second IP, and only optionally with the third IP. In this case 

as well, the speaker could deliberately augment the 

strength of the prosodic juncture in reference to syntactic 

structure.  

Finally, our results showed that an IP boundary does not 

always induce a substantial glottalization for the word-

initial vowel as compared to a smaller prosodic boundary 

(i.e., in the phrase-medial position). Interestingly, however, 

the boundary-related glottalization appears to be correlated 

with the magnitude of temporal expansion. For the first 

critical IP for which the most robust temporal expansion 

was found, no additional boundary-related effect was 

observed with glottalization. But for the second IP, the 

following vowel of /animjʌn/ (‘or’) was substantially more 

glottalized IP-initially. A similar pattern was observed for 

the (optional) third IP.  These results imply that the 

glottalization is not invariantly employed in marking a 

prosodic boundary, but rather, the voice quality (including 

glottalization) is likely to be modulated by the motor 

system that takes into account relative contributions of 

available suprasegmental and segmental (glottalization) 

cues to signal prosody structure.  

In conclusion, our results indicate that prosodic 

structure that may be constructed based on phonologically 

determined prosodic categories is fleshed out with the 

gradient phonetic content in both segmental and 

suprasegmental dimensions. The phonetic content appears 

to be the outcome of a fine-tuning of phonetic encoding of 

prosodic structure in reference to syntactic factors as well 

as system-driven factors.  
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